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a b s t r a c t

The highly transient process of the working combustion engine generates a ‘‘shaker-effect” inside the hol-
low valve stem where liquid sodium carries the heat from the hot valve head to the valve stem. Here it
can pass through the valve guide, based on convective heat transfer and thermal conduction. The effi-
ciency of these transport mechanisms is still not clearly understood, since the design of many liquid
cooled valves is mostly based on empirical knowledge and can lead under certain conditions to a break-
down of the system. A simulation of the processes during the movement of the valve including detailed
insight into the highly transient and complex two-phase flow phenomena as well as the heat transfer has
been realized by means of direct numerical simulation (DNS) based on the volume-of-fluid (VOF) method.
The influence of several relevant influencing factors such as the geometry, the acceleration and the liquid
fill level were studied. It was found that the fill level is one of the most influencing factors regarding the
efficiency of the heat transfer whereas the influence of geometrical dimensions and in particular the
aspect ratio of the cavity were almost negligible in our setup. By averaging the fluid flow and the temper-
ature field it has been shown that liquid cooled valves are more efficient compared to a solid valve but
clustering of the liquid filling can appear which causes a temporal breakdown of the ‘‘shaker-effect”.
In addition the influence of the spatial resolution is shown and 2D vs. 3D simulation setups are compared.
To our knowledge, no similar heat transfer predictions of the presented type are published in the
literature.

� 2009 Elsevier Ltd. All rights reserved.
1. Introduction

The design of combustion engines has always been subject to
numerous restrictions and demands which limit the increase of
their efficiency and durability. In particular, thermal loads caused
by the combustion process and mechanical stresses caused by
the valve train were two of the most restricting factors when
increasing the power, speed and torque of piston engines during
the early 1900s. Newer downsizing concepts where small and
lightweight components must be designed can lead to severe ther-
mal conditions which require efficient cooling mechanisms. The
improvement of cooling mechanisms and the inherent require-
ment to increase the durability of combustion engines are there-
fore two of the most important subjects for new design concepts
of modern combustion engines.

During engine operation the exhaust valve opens and heats up
since hot exhaust gas flows around the valve head. When closing,
the valve contacts the valve seat and heat is transferred out via
the valve seat by means of heat conduction. If the heat transfer
based on these mechanisms is not balanced, the valve can over-
ll rights reserved.
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heat. For this reason solid steel exhaust valves are a limiting com-
ponent since the alloys used are not durable under the highest
temperatures and accelerations. The breakthrough was the inven-
tion of an internally cooled valve by Sam Heron. He introduced a
liquid-filled cavity to carry heat from the hot valve head to the
cooler stem. First water and then mercury were used as coolants;
after difficulties with both these liquids, sodium was found to be
an ideal working fluid because of its thermal properties within
the operating temperature range.

Valves at the inlet and the outlet of the combustion chamber in
modern combustion engines must withstand very high accelera-
tions in the order of several hundred times the earth gravitational
constant g, depending on the camshaft profile and the engine rev-
olutions. Valves at the outlet of the combustion chamber must be
durable at high temperatures of �1000 �C as well. Apart from this,
it is also important to reduce the accelerated mass, which affects
the wear and the efficiency of the valve train. Thus, industry has
developed a new generation of engine valves based on liquid so-
dium cooling (see Fig. 1). Since sodium inside the hollow valve
melts at �97 �C during engine operation it can be used as working
fluid in order to improve the heat transfer in the valve. This cooling
technique is very effective at high temperatures because the heat
from the valve head near the combustion chamber is transported
into the cold region close to the valve guide and the camshaft. Heat
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Nomenclature

a thermal diffusivity (m2 s�1)
av valve acceleration (m s�2)
cp specific heat at constant pressure (J kg�1 K�1)
Dh hydraulic diameter (m)
ekin kinetic energy (J)
f volume of fluid
g gravitational acceleration (m s�2)
H channel height (m)
i index in x-direction
j index in y-direction
k index in z-direction
k thermal conduction (W m�1 K�1)
k acceleration vector (m s�2)
lv valve lift (m)
L channel length (m)
m mass (kg)
p pressure (Pa)
_q heat flux vector (W m�2)
t time (s)
T capillary stress tensor (N m�2)
T temperature (K)

Th high temperature (K)
T0 low temperature (K)
u velocity vector (m s�1)
vv valve velocity (m s�1)
V volume (m3)
x Cartesian coordinates (x,y,z)

Greek symbols
l dynamic viscosity (kg m�1 s�1)
q density (kg m�3)
r surface tension (N m�1)
H normalized temperature, T�T0

Th�T0

Subscripts
g gaseous phase
l liquid phase
y vertical direction

Superscripts
rms root mean square
c conduction
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transfers out of the liquid sodium through the valve stem (10), the
valve guide (4), and finally the engine coolant around the water
cooling passage (9) or the lubricating oil.

The periodic nature of the valve movement which maintains
this cooling technique can be divided in two periods: (i) the accel-
eration period during the opening and closure of the valve, which
accelerates the liquid depending on the liquid fill level, followed by
(ii) the stationary period where the flow is driven by inertial forces.
This process, similar to a shaker, drives the transport mechanism
inside the hollow valve. Thus, this effect, which leads to a better
distribution of the heat in the valve by avoiding extremely hot
areas in the valve stem, is often called the ‘‘shaker-effect”. The
highly transient movement of the liquid flow is characterized by
strong three-dimensional fragmentations resulting in drastic topo-
logical changes of the liquid phase during the acceleration of the
valve and merging based on coalescence during the stationary per-
iod. Thus, it is very difficult to observe these phenomena experi-
mentally and take heat transfer measurements.

The essential idea of direct numerical simulation (DNS) is to ap-
proach the continuum flow with an extremely fine spatial resolu-
tion without using any turbulence model. Hence, it is not
necessary to know a priori whether the flow is laminar or turbulent
Fig. 1. Valve train assembly (outlet side) – see Wikipedia [17].
because all length scales of the flow up to the order of the mesh
size are captured by the direct simulation. Even very short time
scales, depending on the mesh size with respect to the Courant–
Friedrichs–Levy (CFL) condition, are captured by DNS. Therefore
it is reasonable to simulate the flow and heat transfer based on
DNS. Although these mechanisms are very important for the design
of internally cooled exhaust valves, no other results regarding the
flow field and heat transfer predictions are presently given in the
literature.

Preliminary results obtained from simplified 2D-simulations
which were published in Sander et al. [15] have shown that the
mixing mechanism of the two-phase flow and the dynamically
changing liquid distribution inside the valve are characteristic of
shaker-based heat transfer. In particular the kinetic energy of the
liquid phase and the heat flux in axial direction, which indicate
the efficiency of the shaker-based heat transfer, were studied at
different liquid fill levels. The new 3D-simulation results obtained
allow observing small details inside the flow, where experimental
setups often fail because of a lower spatial and temporal resolution
capability.

Due to an improved performance of the program and increased
computational resources the focus of the present study was
directed to identify 3D-effects appearing in the flow for longer
run-times up to 400 revolutions. Different configurations were
considered in order to identify the influence on the heat transfer
efficiency caused by several factors such as the liquid fill level,
the geometry of the hollow valve stem and the nature of the valve
acceleration.

2. Numerical method

The flow is governed by the Navier–Stokes equations for incom-
pressible flows and the energy equation (Eqs. (1)–(3)).

oq
ot
þr � ðquÞ ¼ 0; ð1Þ

o quð Þ
ot
þr � ðquÞ � u ¼ �rpþr � l ðruþ ðruÞTÞ

h i
þ qkþr � T;

ð2Þ
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oðqcpTÞ
ot

þr � ðqcpuTÞ ¼ r � ðkrTÞ ð3Þ

where u denotes the velocity vector, t, the time, q, the density, l,
the dynamic viscosity, p, the pressure, k, an external body force
such as the earth gravity vector, g, and T, the capillary stress tensor
and, T, the temperature field. The density and viscosity as well as
the specific heat capacity at constant pressure, cp, and the thermal
conductivity, k, are assumed to be constant for each of the two flu-
ids but may vary across the sharp interface region separating the
two phases, depending upon the topology of the flow field. At the
interface between the two phases it is necessary to consider the
capillary stress tensor T in order to describe the interaction between
the two fluids. Thereforer � T is computed by the conservative con-
tinuous surface stress (CSS) method, given by Lafaurie et al. [7]. The
periodical valve acceleration vector, av(t), is added as an external,
time dependent body force vector, to the persistent earth gravity
vector, such that qk = q(av(t) + g). Buoyancy effects driven by tem-
perature gradients were neglected due to the high valve accelera-
tion amplitude and the high frequency of the periodical valve
movement.

To identify the topology of the two-phase flow and the advec-
tion of the liquid surface, it is necessary to consider its temporal
and spatial evolution. The volume-of-fluid (VOF) method described
by Harlow and Welch [3] is adequate for this. An additional advec-
tion equation for the volume of (liquid phase) fluid fraction f:

of
ot
þr � ðuf Þ ¼ 0; ð4Þ

describes the temporal and spatial evolution of the two-phase flow
within the computational domain. The presence of liquid or gas is
found by evaluating the value of the VOF-variable defined by:

f ðx; tÞ ¼
0 outside the liquid phase
0 < f < 1 at the interface
1 inside the liquid phase

8><
>: ð5Þ

Properties of the flow are updated at each time as follows:

qðt;xÞ ¼ qg þ ðql � qgÞf ðt;xÞ; ð6Þ
lðt;xÞ ¼ lg þ ðll � lgÞf ðt;xÞ; ð7Þ

where the subscript g denotes the gas phase and l the liquid phase.
The governing equations are solved numerically using a spatial dis-
cretization based on a finite volume scheme on a staggered Carte-
sian grid. The non-linear convective transport is based on a
Godunov type scheme in combination with an operator splitting
method introduced by Strang [16]. This discretization is second-or-
der accurate, due to the second-order upwind approximation for
the convection terms and central differences elsewhere. The formu-
lation for the fully conservative momentum convection and the vol-
ume fraction transport, the momentum diffusion, as well as the
surface tension is treated explicitly. Also time integration is realized
by an explicit Euler (first order) integration scheme at reasonable
small time steps. These numerical schemes are described in full de-
tail by Rieber [11].

The numerical scheme to solve the Navier–Stokes equations is
based on a two-step projection method proposed by Bell et al.
[1]. First, the momentum equation without the pressure gradient
is solved explicitly for an intermediate velocity field. That includes
the convective and diffusive terms. In order to satisfy the incom-
pressibility constraint that results in a divergence free velocity
field, r � u = 0, the pressure field is calculated implicitly from the
Poisson equation during the second ‘‘projection” step, which com-
pletes the scheme. To suppress numerical smearing of the liquid
phase for each time step, the interface is reconstructed by the
piecewise linear interface calculation method (PLIC) from Rider
and Kothe [10]. Then, the volume flux of the liquid phase is con-
vected on the basis of its reconstructed distribution.

Due to the implemented projection method a robust multigrid
solver based on a Galerkin coarse grid approximation is used to in-
vert the Poisson equation for the pressure. The discontinuous coef-
ficients resulting from the discontinuous density field and the high
density ratio between the two fluids usually cause numerical diffi-
culties and require therefore an efficient smoothing algorithm. To
meet these requirements the Red–Black Gauss–Seidel smoother
with several pre-and post-smoothing steps in combination with
the W-cycle scheme is used and Gauss elimination is applied to
solve the equation system on the coarsest multigrid level. In order
to increase the stability and reduce the computational effort of the
iterative Red–Black scheme, it is automatically optimized by
adjusting the number of pre-and post-smoothing steps during run-
time, depending on the convergence rate of the multigrid scheme.

Once the velocity vector, u, and the fluid topology, f, is updated
the temperature field, T, can be calculated separately since the en-
ergy equation (Eq. (3)) is decoupled from Eqs. (1) and (2) due to the
incompressibility assumed and the constant fluid properties of
each single phase. To compute the temperature field, the convec-
tive and the heat conducting terms are considered separately.
The procedure solves in a first step the convective term, to obtain
an intermediate result of the temperature field, which is based on
the volume flux calculated during the advection step of f. In a sec-
ond step the final temperature field is calculated based on the dif-
fusive heat flux and the present topology of the flow field.

The presented methods were implemented in the 3D-CFD in-
house program Free Surface 3D (FS3D) which has been used to
simulate the heat and mass transfer in the present study. Detailed
information about the implemented numerical schemes are given
by Rieber [11] and Hase [4]. The performance of the program is
shown by Rieber and Frohn [12,13] and Sander and Weigand
[14]. It allows extensive computational setups due to its interpro-
cess communication capability based on the Message Passing
Interface (MPI) and high vectorization ratios on high-performance
computing platforms.

3. Numerical setup

3.1. Computational domain and discretization

The geometry of the hollow valve stem, shown in Fig. 2, was de-
fined as a rectangular channel with a square cross section. The ex-
tent of the domain varied depending upon the aspect ratio of the
valve geometry between L/H = 14, 24 and 33 which resulted in a
volume of V = LH2 and the corresponding fill level based on the vol-
ume V, ranging between 30% and 60%. Different aspect ratios were
defined by adapting (i) the valve’s length to L0 = 14/24L in the cases
where L/H = 14 and (ii) the valve’s height to H0 = 24/33H for cases
where L/H = 33. The computational region was spatially resolved
using a uniform rectangular grid with minimum spacing of H/24
which resulted in 336 � 24 � 24, 576 � 24 � 24, or 792 � 24 � 24
grid points, respectively. To study the influence of the spatial dis-
cretization a refined mesh was used for the cases L/H = 14 and 24
with 448 � 32 � 32 and 1152 � 48 � 48 grid points, respectively.
For 2D simulations the spatial resolution was refined from
768 � 32 to 1536 � 64 and 3072 � 128 grid points.

On all four side walls and on the end walls, Dirichlet boundary
conditions were defined for the velocity corresponding to a no-slip
rigid wall condition. To specify the thermal operating conditions,
the bottom wall face was defined to operate at a high temperature
Th that appears in the combustion chamber, whereas the upper
wall face reached a low temperature T0 in the region of the cam-
shaft. Neumann boundary conditions, representing adiabatic wall



Fig. 2. Vertically installed valve – computational domain and grid.

Fig. 3. Valve movement.
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conditions, which are a simplification compared to the real non-
adiabatic walls, were applied on the side walls. To complete the
numerical setup, the liquid fill level is initialized according to a
vertical installation of the valve, almost identical to the setup
shown in Fig. 2 (right).

3.2. Fluid properties

All relevant fluid properties used for the present study are given
in Table 1. For the data of air and liquid sodium taken from Fink
and Leibowitz [2] an average temperature of 700 K in the system
has been assumed. Regarding these properties in detail it is neces-
sary to note the high surface tension and the thermal conductivity
which corresponds to a low Prandtl number of 4.96 � 10�3 typical
for liquid metals such as liquid sodium. It can be expected that
these properties greatly influence the heat transfer in the system.
Therefore, it can be concluded that the majority of the total
amount of heat flux is caused by conduction and only a minor
amount by turbulent fluctuations (see also [5]). In addition, the
very high density ratio ql

qg
� 1700 between the two fluids must be

considered since it generally causes numerical difficulties for stan-
dard numerical solvers (see [8]).

3.3. Valve acceleration

The typical movement and acceleration of an engine valve is
shown in Fig. 3. Due to the high rotational speed of modern com-
bustion engines (�6000 rpm), a very high valve acceleration with
an order of magnitude of approximately 1000g is generated
depending on the valve lift. Based on the characteristic shaking
movement of the valve, a strong mixing effect in the valve must
be expected during the opening and closure period. This is fol-
Table 1
Fluid properties at 700 K.

Fluid properties Liquid sodium Air Units

Density q 852 0.503 kg/m3

Viscosity l 2.64 � 10�4 3.332 � 10�5 kg/m s
Surface tension r 166.2 � mN/m
Specific heat capacity cp 1277 1075.2 J/kg K
Thermal conduction k 68 0.0523 W/m K
Prandtl number Pr 4.96 � 10�3 0.685 –
lowed by an acceleration free, stationary period during the com-
pression and combustion process in the cylinder. To include the
typical movement of the valve lift and the corresponding velocity,
the time dependent acceleration function following the shape
shown in Fig. 3 is derived and introduced as an external body force
(see Eq. (2), qk = q(av(t) + g)).

4. Influence of the numerical discretization

In the present study mostly three-dimensional effects were
considered in order to identify the differences caused by a simpli-
fied two-dimensional setup which has been regarded earlier (see
[15]). Due to the enhanced computational resources several
three-dimensional simulations were performed in order to demon-
strate the highly three-dimensional character of the flow. In addi-
tion to these simulations the influence of the spatial resolution was
considered which is discussed in the following.

4.1. Influence of the spatial discretization

Since the present numerical approach excludes any turbulence
modeling based on the idea to capture all fluctuations in the flow
by an extremely fine spatial resolution, the grid spacing must be
adequate. To meet this requirement the resolution must be at least
in the order of the dissipative length scale which is the Kolmogorov
length scale (see [9]). Compared to widely studied fully developed
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pipe flows or similar flows, the nature of the flow type in the pres-
ent study appears to be much more complicated. The highly tran-
sient character of this two phase flow is one of the main reasons for
the difficulties to determine the order of the dissipative length
scale. Regarding the Reynolds number (Fig. 4) ReH = (qvrmsH)/ll

which is based on the rms-velocity, vrms, of the flow field, and
the hydraulic diameter (Dh = H) in the square channel, the highly
transient character of the flow can be seen. Additionally, the size
of the ligaments shown in Fig. 7 requires also a fine spatial resolu-
tion in order to capture the nature of the two-phase flow correctly.

To overcome this question, the case of L/H = 14 was simulated
by using a refined mesh with a spacing of H/32. In Fig. 4 the differ-
ent outcome considering the temporal evolution of the kinetic en-
ergy and the mean temperature of the liquid phase as well as the
heat flux in x-direction is shown. In particular the heat flux differs
which can be explained by the different size of the ligaments due
to the refined mesh. The different results depending on the grid
resolution are also shown in Fig. 5. Although the qualitative out-
come during the stationary period is very similar, the dependency
of the ligament size on the spatial resolution can be identified in
particular during the acceleration period. This explains the differ-
ences appearing for the heat flux in x-direction since the heat
transfer depends on the coalescence and merging of hot and cold
ligaments as well as the size of the ligaments (see also details c,
c0 and d, d0 or e in Fig. 8).

4.2. Influence of 2D vs. 3D discretization

In addition to the influences caused by the spatial discretization
significant differences were also observed between the results of
two- and three-dimensional setups. Although the character of the
flow is very similar, the clustering of the liquid was not observed
in a two-dimensional setup. The level of the averaged quantities
shown in Fig. 6 differs also due to the simplified two-dimensional
setup. The comparison at a fill level of 40% shows that the kinetic
energy is underpredicted in a two-dimensional setup and the heat
flux is overpredicted compared to the three-dimensional setup.
Particularly at a fill level of 60% a very high heat flux appears com-
pared to the other cases with lower liquid fill levels which is not
the case in a three-dimensional setup (see Fig. 11). This indicates
that a simplified two-dimensional setup generally overpredicts
the heat flux compared to the three-dimensional setup. This phe-
Fig. 4. Case L/H = 14 at a resolution of H/32 vs. H/24. Temporal evolution of the Reyno
energy (top-right). Averaged rms-value of the heat flux in axial (x) direction (bottom-ri
nomenon can be caused by the clustering which is mostly absent
in a two-dimensional setup and therefore influencing the liquid
bridging between the hot and cold valve ends. Thus, it can be con-
cluded that the two-dimensional approach is only able to predict
the qualitative character of the flow. However, since three-dimen-
sional effects have a dominating influence, it is necessary to use
three-dimensional setups. The computational requirements in
the present case are roughly 10 times higher compared to a two-
dimensional setup, which reflects the advantage of a simplified
two-dimensional setup.
5. Results

This study focuses on identifying and analyzing the appearance
of flow phenomena caused by different influencing factors. There-
fore all simulations used identical thermal boundary conditions
and constant liquid properties (see Table 1). The results previously
discussed which were obtained by using different grid resolutions
have shown the influence of the spatial discretization within the
present study. For the following results, we varied and studied
independently the influence of the liquid fill level, the geometrical
dimensions of the valve and the acceleration acting on the system.
This section illustrates the appearing three-dimensional flow phe-
nomena and the inherent heat transfer mechanisms during the en-
gine operation cycle. It is followed by regarding the influence of the
considered factors which is discussed by evaluating the temporal
evolution of the kinetic energy, the heat flux and the average tem-
perature in the system.

5.1. Three-dimensional characteristics of the flow and temperature
field

Since the topology of the flow field is strongly dominated by the
valve’s movement, the following section is dedicated to identify
the characteristic flow phenomena appearing inside the valve dur-
ing engine operation. The temporal evolution of the complex three-
dimensional topology of the two-phase flow is shown for a valve at
a fill level of 50% and L/H = 33. The corresponding velocity field as
well as the temperature field and the heat flux is considered for
this specific case since it is characteristic for the flow phenomena
of all cases. Therefore, several three-dimensional views and details
lds number (top-left) and temporal evolution of the averaged liquid phase kinetic
ght) and liquid temperature (bottom-left).



Fig. 5. Instantaneous view of the fluid topology during the acceleration (a) at 0� and stationary (s) period at 90� according to different spatial resolutions – 2D vs. 3D
simulation results, domain size: 24H � H.

Fig. 6. 2D vs. 3D simulation results in the case H/D = 24. Temporal evolution of the averaged liquid phase kinetic energy (top-right). Averaged rms-value of the heat flux in x-
direction (bottom-right) and mean liquid temperature (bottom-left).
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Fig. 7. Instantaneous 3D-view (from H/2 to H in z-direction) of the fluid topology and the velocity magnitude during one revolution – 3D domain size: 33H � H � H, grid size:
792 � 24 � 24. GPU-based Ray Casting (see [6]).
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of the flow field are shown and discussed at certain points in time
during one revolution. The temporal development of the three-
dimensional flow during the acceleration and stationary period
from cycle 200 to 201 is shown in Fig. 7.

The complex topology changes in the liquid phase and the
velocity magnitude of the flow field can be identified. This
indicates that the nature of the transport mechanisms appearing
must be highly transient and three-dimensional. In Fig. 7 the
strong coupling of the fluid fragmentation and the velocity field
of the two-phase flow during the valve movement can be observed.
In particular the acceleration period at positions 18�, 54�, 90�, 126�
and 162� results in high local velocity magnitudes and small liquid
ligaments (see details a and b). During the following stationary
period at 198�, 234� and 270� or later, the ligament size grows
again due to the collisions appearing between the numerous small
ligaments present inside the valve (see details c and d). At the same
time the velocity magnitude is reduced since the flow is only
driven by inertial forces.
The corresponding heat transfer mechanisms based on convec-
tive mixing effects and thermal diffusivity are clearly visible in
Fig. 8. At certain positions during one revolution it can be recog-
nized that liquid at the bottom heats up and convects the heat to-
wards the center of the valve (see details a and b at positions 0� and
18�). Simultaneously, the liquid at the top is cooled down by con-
tacting the upper wall and convects towards the center of the
valve. The temperature between the hot and cold ligaments is bal-
anced by means of heat conduction and liquid mixing since liquid
ligaments undergo collisions and fragmentations during the engine
operation cycle. This transport mechanism and the mixing of hot
and cold liquid bridges the two valve ends and changes the tem-
perature profile in axial direction very efficiently compared to a
system which is based solely on conduction.

The high heat flux quantities appearing inside the liquid flow
indicate the efficiency of the liquid sodium heat-carrying. Espe-
cially at the cold side of the valve stem, where many ligaments
are cumulated, and across the center of the valve stem, high heat



Fig. 8. Instantaneous 3D-view (from H/2 to H in z-direction) of the temperature field and the heat flux during one revolution-3D domain size: 33H � H � H, grid size:
792 � 24 � 24. GPU-based Ray Casting (see [6]).
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flux rates are achieved. The heat flux at the hot bottom wall of the
valve is low due to the low liquid mass in this region and the weak
heat transfer inside the air. It can be seen that the size of the liga-
ments is also responsible for an effective heat transfer which is ob-
served at positions 90�, 126� and 162� (see details c, c0 and d, d0 or
e). Additionally it can be identified that several ligaments have very
low heat flux rates, which indicates a uniform temperature inside
the ligament. At the same time ligaments with high heat flux rates
caused by collision of hot and cold liquid ligaments and the ongo-
ing temperature balancing (see details e and f at positions 198�,
234� and 270�) can be identified. In addition to this it was observed
that the flow is quite incoherent from cycle-to-cycle, which indi-
cates that flow topology variations during one revolution are very
strong.

The presented field values indicate the appearing mechanisms
and the influence of the shaking movement of the valve. Thus,
the nature of the valve movement, the geometrical dimensions
and of course the liquid fill level are influencing parameters which
are considered in detail later in this section. First the results for the
kinetic energy, temperature and heat flux are presented.

5.2. Averaged integral values

In order to identify the efficiency of the shaker-based transport
it is necessary to reduce the three-dimensional data to simple
quantities which can be compared individually for each setup.
The most significant quantities in this context are the kinetic en-
ergy and the heat flux in axial direction as well as the mean tem-
perature inside the whole system. These values were obtained
from the computed field values and averaged at each time step
for each phase separately.

5.2.1. Kinetic energy
The kinetic energy of the liquid phase clearly represents the

convective part of the transport mechanism. Due to different geo-
metrical dimensions and different liquid fill levels, the fluid topol-



Fig. 9. Temporal evolution of the liquid phase kinetic energy vs. valve acceleration
at a liquid fill level of 50% and L/H = 33.
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ogy can vary drastically. According to Fig. 9 it can be recognized di-
rectly that the kinetic energy of the liquid mass, ml, averaged over
the complete volume, follows the nature of the valve acceleration.
The kinetic energy is normalized by the maximum level of the ki-
netic energy, based on the following relation maxðekinÞ ¼
1=2ml maxðv2

v Þ. The typical movement is characterized by the
acceleration period where high levels of kinetic energy are reached
in the order of P0.125 and low levels in the order of 60.125 during
the stationary period, where only the inertial motion appears.

It can be concluded that the periodic nature of the acceleration
is the driving mechanism for the convective process inside the
valve which introduces a high amount of kinetic energy during
the acceleration period. This is followed by the stationary period,
which is dominated by the deceleration of the flow due to viscosity
and coalescence effects (see Fig. 7).

5.2.2. Temperature
The temperature field inside the valve is a result of the heat

transfer mechanisms appearing between the hot and the cold valve
ends and the adiabatic side walls. By averaging the field data over
400 revolutions the temporal evolution of the fluid topology and
the corresponding temperature field is found (see Fig. 10). It can
be observed that a major part of the liquid mass, indicating the
wetted region, is clustered in the upper cold region of the valve
stem. This behavior also leads to an higher temperature gradient
in this region which can be identified by regarding the trend ob-
tained from averaging the 2D-temperature field in y-direction.

Compared to the trend expected for a valve at a fill level of 100%
(solid slab) where heat transfer is only based on heat conduction a
clear difference can be noted. The temperature field is following
the trend given by Eq. (8), where a = (q/cpk)l
Fig. 10. 2D-view at z = H/2 of the fluid topology and the temperature field at a fill
level of 50%, averaged over 400 revolutions compared to the analytical solution for a
fill level of 100% – 3D domain size: 24H � H � H, grid size: 576 � 24 � 24.
H ¼ T � T0

Th � T0
¼ erfc

x
2
ffiffiffiffiffi
at
p

� �
ð8Þ

represents the thermal diffusivity, for a semi-infinite plate. Until
T(x/L = 1.0) = T0 the results can be compared directly and for a late
stage the linear trend of the temperature field between the two
walls appears.

Differences between these two setups appear particularly at the
hot valve side, (x/L = 0.0), where the averaged temperature at a fill
level of 50% is lower and at positions (x/L > 0.5) where the averaged
temperature is higher. The lower temperature level achieved at the
hot side demonstrates the cooling efficiency of a shaker-based
cooling technique compared to a system which is based on heat
conduction only. The higher temperature level at positions x/
L > 0.5 and the increased temperature gradient normal to the wall
allows higher heat transfer rates over the side wall which is not
adiabatic in reality.

The temporal evolution of the temperature field reaches a qua-
si-stationary state where the heat flux introduced at the lower, hot
wall is balanced by the heat flux passing at the upper cold wall. The
evolution of the averaged heat flux is shown in Figs. 11 and 13 as
well as the liquid temperature shown in Figs. 12 and 14. Details
regarding the calculation of the heat flux in the system are given
in the following.

5.2.3. Heat flux
Since the internal heat transfer is relevant for the cooling pro-

cess, it is necessary to identify the amount of heat transferred in
x-direction. The heat flux, _qxijk

, in this direction is computed every
time step as

_qxijk
¼ �kijk

DTijk

Dxijk
ð9Þ

based on the fluid topology and the temperature field in each com-
putational node, (i, j,k), on the equidistant grid used. To reduce the
field data, root mean square values are calculated every timestep
according to the following relation:

_qrms
x ðtÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

X
ijk

_q2
xijk
:

s
ð10Þ
Fig. 11. Temporal evolution of the averaged liquid phase kinetic energy (top) and
the averaged rms-value of the heat flux in axial (x) direction (bottom) at different
fill levels in a L/H = 24 valve.



Fig. 12. Temporal evolution of the mean liquid temperature (top) and spatial
distribution of the averaged temperature after 400 revolutions in y-direction
(bottom) at different fill levels in a L/H = 24 valve.

Fig. 13. Temporal evolution of the averaged liquid phase kinetic energy (top) and
the averaged rms-value of the heat flux in axial (x) direction (bottom) at different
geometrical dimensions.

Fig. 14. Temporal evolution of the mean liquid temperature (top) and spatial
distribution of the averaged temperature after 400 revolutions in y-direction
(bottom) at different geometrical dimensions and a liquid fill level of 50%.
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The rms-value of the x-heat flux _qrms
x shown in Figs. 11 and 13 as

well as Figs. 16, 4, and 6 is averaged and normalized by the heat flux
based on conduction, _qc

x ¼ �kðTh � T0Þ=L, which corresponds a valve
at 100% fill level. Since the heat flux depends on the mixing mecha-
nisms of hot and cold ligaments, a strong influence of the flow char-
acteristics must be expected, which is discussed in the following.

5.3. Influence of the liquid fill level

The liquid fill level is a major influencing parameter with respect
to the transport phenomena appearing during the valve movement.
Once the fill level is too high the convective transport mechanisms
break down due to the high liquid mass and the corresponding col-
lision frequency of the ligaments. A reduced liquid level increases
the convective transport but at a certain limit it breaks down too,
due to the limitations considering its carrier function. This results
in a weak liquid bridging between the hot and cold valve ends.

An optimal fill level would therefore lead to highest levels of
kinetic energy and heat flux simultaneously. According to Fig. 11
the normalized levels of kinetic energy range between values of
0.1 at 60% fill level up to 0.4 at a fill level of 30%. The normalized
rms-value of the heat flux shown in Fig. 11 reaches values approx-
imately twice as high compared to the heat flux based on conduc-
tion only (100% fill level). The different levels of kinetic energy and
heat flux clearly indicate that the liquid fill level influences the
heat transfer inside the valve. At a fill level of 30–40% highest val-
ues of kinetic energy and heat flux are achieved. The values
reached at a fill level of 50–60% are lower.

The temporal evolution of the mean liquid temperature Hl,
shown in Fig. 12, reaches levels of Hl > 0:5 at fill levels of 50–
60%. At fill levels of 30–40% the trend of the mean liquid tempera-
ture is lower ðHl < 0:5Þ. In addition high fluctuations of the mean
liquid temperature can be observed at 30% fill level which indicates
that the liquid bridging is weaker at a low fill level. The averaged
temperature field after 400 revolutions in vertical direction, Hy,
varies also, depending on the fill level. Compared to the linear
trend of the temperature distribution in axial direction, fill levels
between 50% and 60% lead to an overall higher temperature, except
the hot valve end. The lower temperature levels observed in this
region demonstrate the efficiency of the shaker-based cooling
mechanism. At a fill level of 30–40% the averaged temperature is
below the linear trend in the region 0 6 x/L 6 0.5 and higher where
0.5 6 x/L 6 1.0. This indicates again, that lower liquid fill levels of
30–40% lead to a better thermal efficiency of the complete system.

5.4. Influence of the valve geometry

To identify the influence related to the geometrical dimensions
of the valve stem, the flow inside the valve at aspect ratios ranging
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from L/H = 14, 24 or 33 and a constant liquid fill level of 50% was
considered. The temporal evolution of the relevant quantities such
as the kinetic energy and the heat flux shown in Fig. 13 indicate
that only minor differences appear. This result shows that obvi-
ously no serious influence on the efficiency of shaker-based cooling
must be expected if the geometrical dimensions are changed with-
in the presented range or beyond.

However, the temporal evolution of the liquid temperature in
Fig. 14 shows some relevant differences. It can be seen that the
heating of the liquid is much faster at L/H = 14 compared to
L/H = 24 or L/H = 33. This fact indicates that the convective trans-
port during the first 100 revolutions is faster compared to other
configurations which are also visible by regarding the trend of
the kinetic energy. The trend of the averaged liquid temperature
tends for all configurations towards Hl ¼ 0:5 whereas the configu-
rations L/H = 24 at a fill level of 60% and 50% are above 0.5. Due to
the strong transient character of the flow it is not possible to ex-
actly determine constant values for Hl. Since the temperature in-
side the valve indicates the cooling efficiency of the system it can
be identified that a liquid fill level of 40% (L/H = 24) and a lower as-
pect ratio (L/H = 14) at a fill level of 50% enhance the cooling
efficiency.
Fig. 15. 2D-view at z = H/2 of the fluid topology and the temperature field at a fill
level of 50%, averaged over 400 revolutions compared to the analytical solution for a
fill level of 100% – 3D simulation results with sinusoidal acceleration, domain size:
24H � H � H, grid size: 576 � 24 � 24.

Fig. 16. Valve acceleration – sinusoidal vs. realistic acceleration (top-left). Temporal evolu
of the heat flux in axial (x) direction (bottom-right) and mean liquid temperature (botto
The spatial distribution of the temperature field averaged over
400 revolutions results in similar trends although some minor dif-
ferences are visible in Fig. 14 (bottom). Finally, it can be concluded
that the aspect ratio of the valve stem is not a dominating influenc-
ing factor such as the liquid fill level, which allows to optimize the
geometrical dimensions of the valve on other specifications and
requirements.

5.5. Influence of the valve acceleration

Since the focus of the present study was directed to identify dif-
ferent influencing parameters, the valve acceleration must be con-
sidered as well. The clustering of the liquid mass shown in Fig. 10
was one of the reasons to study a sinusoidal acceleration type (see
Fig. 16) because it was assumed that the character of the accelera-
tion is causing this phenomenon. The resulting flow and tempera-
ture field, averaged over 400 revolutions, is presented in Fig. 15.
Regarding the averaged distribution of �f , it can be identified that
clustering at the cold valve end is not longer present. In fact, a
weak clustering appears at the lower, hot valve end. This indicates
that the character of the acceleration is obviously influencing the
clustering tendency. The corresponding spatial distribution of the
averaged temperature field shows a more linear trend at a lower
temperature level compared to the outcome of a realistic valve
acceleration.

The trends of the temporal evolution of the averaged quantities
(Fig. 16) such as the kinetic energy or the heat flux in axial direc-
tion are slightly higher for the sinusoidal acceleration type com-
pared to the real acceleration. However, the differences are small
which indicates that the amount of kinetic energy introduced by
the changed sinusoidal acceleration is similar to the real accelera-
tion. The final outcome of the averaged mean liquid temperature
Hl tends again towards a value of 0.5.

5.6. Clustering and temporal breakdown

One significant phenomenon appearing besides the clustering
of the liquid is the development of the averaged temperature field
which suddenly can increase or decrease within a few revolutions.
This behavior can be interpreted as a temporal breakdown of the
shaker-based cooling mechanism if H increases which is more crit-
ical than cases where H decreases (see Fig. 17). Since a temporal
tion of the averaged liquid phase kinetic energy (top-right), the averaged rms-value
m-left).



Fig. 17. Temporal evolution of the mean liquid and gas temperature at different fill levels and L/H = 24.
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breakdown of the regarded mechanisms results in high thermal
loads and eventually leads to a burn-out of the valve it appears
important to reflect the flow appearing in greater detail. The result-
ing temporal evolution of the mean temperature, according to dif-
ferent fill levels in the case where L/H = 24, is shown in Fig. 17. It
can be seen that Hl and Hg, the mean liquid and gas temperature,
strongly depend on the liquid fill level. This is indicated by (i) the
growing temperature difference if the liquid fill level is increased,
(ii) the growing fluctuation tendency of the mean temperature
with lower liquid fill levels and (iii) the overall growing tempera-
ture range at higher fill levels.

In general it can be observed that Hl increases if Hg is decreas-
ing and vice versa. Furthermore it can be seen that the mean liquid
temperature is always lower than the mean gas temperature, in
particular at higher liquid fill levels. It can be concluded that the
thermal balancing is influenced by the liquid wetting and cooling
of the hot valve end. According to this observation, a low liquid fill
level appears to cause the strong fluctuations of the mean gas tem-
perature which causes temperature differences in the range of
DHg ¼ 0:375—0:625 within a few revolutions for a fill level of
30%. Hence, too low liquid fill levels lead to a temporal breakdown
if the hot valve region is not wetted regularly by the liquid coolant.
Too high fill levels are a restricting factor as well since the mixing
mechanism tends to break down due to the frequent collisions
appearing. The optimum fill level appears to be in the order of
30–50%.

6. Conclusion

The results of the present study provide a detailed insight into
the shaker-based cooling technique of engine valves. It can be
identified that the nature of the two-phase flow appearing is dom-
inated by the periodic shaking movement which is caused by the
valve acceleration. During the first acceleration period, a strong
fragmentation of the coherent liquid structures can be observed.
The following stationary period is mainly dominated by inertial
forces acting on the flow. Based on the topology changes of the
flow field, the inherent temperature field is mainly influenced by
the convective but also by the conductive heat transfer since the
thermal conductivity of the liquid sodium is very high.

Thus, the efficiency of the cooling system can be determined
indirectly, by regarding the convective and conductive amount of
heat transferred. This is represented by the kinetic energy in the
system and the heat flux in the axial direction. To demonstrate
the influence of different parameters several geometrical configu-
rations were studied as well as the influence of the liquid fill level
and the nature of the acceleration. It has been shown that the li-
quid fill level is a dominating influencing factor which is relevant
for the cooling efficiency in the system. The clustering phenomena
were mainly caused by the typical acceleration type, but it was not
observed for a sinusoidal acceleration type. The geometrical
modifications in the range of L/H = 14–33 resulted in small differ-
ences indicating the minor influence of the aspect ratio in this
context.

Additional differences caused by the numerical discretization
were also considered in order to estimate its influence on the out-
come of the present study. In particular 2D-simulations were
found to underpredict the level of kinetic energy and overpredict
the heat flux compared to 3D-simulations. In addition the cluster-
ing phenomena were not observed to the extent found by the
three-dimensional discretization. This finally leads to a different
outcome of the temperature field. Due to the complex geometry
of internally cooled valves, which was not discretized in full detail,
the present results should solely be considered in a qualitative
manner. In general it would be convenient to use higher spatial
resolutions since the flow topology during the acceleration period
appears to depend on the spatial resolution. However, the compu-
tational requirement for 400 revolutions was in the order of 1500–
3000 CPUh on the NEC SX-8 platform, when using a three-dimen-
sional setup.
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